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Abstract— In the field of machine learning, the distribution
of classes in the dataset is important to produce a good model.
The existence of §#llss imbalances in the dataset is often ignored
by researchers in the field of machine learning. This will
certainly make the resulting model have less than maximum
performance because theoretically, the single classifier has a
weakness to the class imbalance conditions in datasets, this is
because the majority of single classifier tends to work by
recognizing patterns in the majority class in datasets that are
not balanced so that the performance is not can be the
maximum. Therefore, it is necessary to deal with these
problems. In this study proposing an algorithmiclevel ap proach
using Random Forest and Stacking to deal with these problems,
the basic idea of using an algorithmic level approach is not to
change the composition or pattern contained in the dataset itself.
Based on tests using 5 datasets with different imbalance ratios,

ows that Random Forests or Bagging Tree and Stacking
aive Bayes and Decision Tree .5 can produce better
performance than single sifiers such as SVM, Naive Bayes,
and Decision Tree C4.5. So, the proposed method can be a
solution in handling class imbalance in the dataset with different
imbalance ratios.

Keywords— Classification; Imbalanced Class; Ensemble;
Stacking; Random Forest.

I. INTRODUCTION

Imbalanced class is a condition that is often found in 1-
world problem datasets. It is a condition where there 15 a
difference between the number of minority class instances and
the majority of class instances [1]. The existence of an
imbalanced class in the dataset can affect the performance of
a single classifier because the majority of single classifiers
tend to work by recognizing patterns in the majority class in
datasets that are not balanced so that their performance cannot
be maximized [2]. This caklinly can lead to the risk of
misclassification, so that it can cause the performance of a
single classifier to be not optimal [3]. To overcome that
problem, we need an approach or method that can be used to
solve imbalanced class problems in the dataset. Besides, the
cor n of class imbalance in the dataset is also a challenge
for researchers and practitioners in the field of data science.

There are two approaches or methods that can be applied
to deal with imbalanced class conditions in the dataset, the
approach at the data level and the approach at the algorithmic
level. The method used in the data level approach is the
resampling technique. Several studies have been carried out

related to the approaches for imbalanced class handling in the
qtasct, Gongzhu Hu [4], and Jishan [5] conducted research
related to the effect of imbalanced class handling on the
perform@te of classification algorithms. Both studies
indicate that the application of imbalanced class handling can
improve the performance of classificati gorithms. Those
conducted research both using the OTE (Synthetic
Minority Over-Sampling Tech@iejue) method. Also, Imran
[6] made a comparison using two oversampling methods,
namely SMOTE and Random O\fermpling, The results of
the study showed that both of them were able to improve the
performance of classificatio®lalgorithms. While Rashu [7]
and Thammasiri [8] used RandomlNnder Sampling, the
results show that the method method causes a decrease in the
performance of classification algorithms. On the other hand,
the research conducted by Klgt [9] uses one of the
undersampling methods, namely OSS (One-Sided Selection).
The results showed that the application of the OSS method
could improve the performance of classification algorithms.
Imbalanced class handling with a similar approach was also
carried out by Noorlam [10] and Zhihao [11] using the
SMOTE method. The results of both studies indicate that the
application of class imbalance handling in the dataset can
improve the performance of several classification algorithms.
Also, Sajid Ahmed [12] conducted a study related to handling
class imbalances in the dataset. In this study, the technique
used was ensemble resampling, while the methods tested
included SMOTE-Bagging, RUS-Bagging, ADASYN-
Bagging, and RYSIN-Bagging. The results of the stu
indicate that all four methods used have succeeded In
improving the performance of the classification algorithm
used. Yingze Yang [3] in his research used one of the
@mble resampling methods, namely SMOTE-Boosting,
the results of the study showed that the proposed method was
able to improve the performance of classification algorithms,
but had not been tested on various datasets with different
levels of imbalanced ratios.

As we know, the majority of these studies address class
imbalances by using resampling techniques. On the other
hand, the resampling technique has a drawback that is the risk
of instance duplication and can cause of information and
patterns loss that contained in the dataset, this certainly has an
influence on the performance of a single classifier used, in
addition to the data level approach also has the potential to
change the composition contained in the dataset. Therefore
this research will use an ensemble method or an algorithmic




approach to minimize the risk of composition changes
contained in the dataset. Two ensemble methods can be used,
namely bagging (bootstrap aggregating) and stacking. There
are two contributions to our research. First, the ensemble
method that we propose caliie one solution to deal with class
imbalances in the dataset m the field of machine learning.
i8cond, the ensemble method that we propose can be a
reference for further ré@arch related to handling class
imbalances in the dataset in the field of machine learning.

II. METHODS

Figure 1 shows the step of this research which consists of
ata Acquisition, Preprocessing Data, Features Selection,
Classification, and Evaluation.
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Figure 1. Research Step
A. Data Acquisition

Public datasets are used in this research. Datasets are
obtained from UCI Machine Learning [13],[14] and Keel
Datasets Repository [15]. This research uses 5 datasets
with different imbalanced ratio. The following Table 1
shows the dataset information.

TABLEL DATASETS INFORMATION

Imbalanced
Ratio

Majority
Class

Minority

Class Class

Datasets Instances

Bank
Direct
Marketing
[15]

Glass [15] 6 214 76 9 845
Web
Phishing
Binary
Class [13]
Web
Phishing
Multi
Class [14]
Credit
Approval 2 690 383 307 125

[15]

2 4521 4000 521 168

4 2456 1362 1094 1,25

3 1353 702 103 6,82

B. Data Preprocessing

This stage is the earliest in machine learning. The data
preprocessing  stage generally includes several things
including filling in blank data, eliminating data duplication,
and checking data inconsistencies. Usually, the blank data is
caused by an error in the device when retrieving data and
incomplete entfilof new information. In the preprocessing
ge, we fill in missing values in the dataset. The existence of
missing values in the dataset will certainly also affect the

results of the classification of the dataset itself. Therefore, at
this stage, we fill in missing values using a constant value. In
numerical data, missing values are replaced by average values,
whereas for categorical data the missing values are replaced
by mode values.

C. Classification and Model

» Decision Tree @#.5
Following stepsﬂ the steps of the C4.5 algorithm. First,
ose a feature as root, then create a branch for each value
the root feature. The next step is to divide the cases into
nches. Then the process is repeated for each branch
until all records in the branch have the same class. The
selection of root features is based on the strongest gain
values of existing features [16]. Following equation (1)
and equation (2) is to calculate gain value.

Entropy (S) = ¥iL; — pi * log,pi (1

where,
S : Record’s amount
n : Partition amount of set S

pi : Siratio toward §

Gain (S,A) = Entropy (S) — &I B, Entropy (5i)

i=1 ]
(2)
where,
§ : Record’s amount
A : Feature
n : Partition amount of feature A
|Si| : record’s amount on i-th partition
|S] : Record amount in S

* Naive Bayes
Following are the stages of the process in the Naive Bayes
algorithm in general [17]:

1) Calculate the whole class amount.

2) Calculate record’s amount of each class.

3) Multiply all the class variable.

4) Compare values in each class to determine which
class the record’s belong to.
e Support Vector M@iine
In this reserach, the SVM library to do the classification
process. The following are the parameters in the SVM
library. 1
1) The type of SVM used is C-SVC (Support Vector

Classification). In the SVM library by default the
value of the C parameter used is C= 1.0,

2) In this study used RBF (Radial Basis Function)
Kernel. This kernel will map non-linearly separated
9 data to a higher-dimensional space.

In this study, the gamma value used is y = 0.




ndom Forest
Random Forest (RF) is a type of aggregating bootstrap
method that has a way of working by generating several
trees from the sample data where the making of one tree
during the training process does not depend on the
previous tree and then in making decisions based on the
most votes [18].
The two concepts that form the basis of random forest are
building an ensemble of trees via bagging with
replacement and random selection of features for each tree
that is built. Following is an explanation of the basic
concepts in the Random Forest algorithm [19].
1) First, every sample taken from the dataset for the
training process each tree can be used again for another
training tree process.

2) Second, the features used during the training process in
each tree are a subset of the features possessed by the
dataset.

3) The random forest has two main parameters, namely
parameter m which is a presentation of the number of
trees to be used and parameter k which is a
representation of the maximum number of features that
are considered when branching in a tree. The more
parameter values m, the better the results of the
classification, while for the value is recommended
for square root or logarithm of the total number of
features in the dataset.

4) The following Figure 2 is an illustration of the concept
of the Random Forest algorithm [18], [19].
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Figure 2. Random Forest Hllustration [18], [19]

In this study, the number of trees used in the process of
forming a Bagging Tree or Random Forest was 11 trees,
we chose an odd number of trees so that during the voting
process there was no redundant class.

e Stacking uu
Stacking is one of the ensemble algorithms, as $own in
figure 3. N different subsets of the training dataset are
created using stratified sampling with replacements where
the relative proportions of different classes are maintained
in all subsets. Each subset of the training set is used to
determine the performance of the classifier on the training
set. The meta-classifier in the form of relative weights for
each classifier is created by assigning weights to classifiers
that are proportional to their performance. Meta-classifiers

can be described in various stages in a simplified meta-
learning scenario. [20].

|
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Figure 3. Stacking Algorithm Illustration

Following are the steps in the stacking algorithm:
e Basic classifiers are trained from the initial
training set (basic level).

e  Predictions are generated by classifiers who are
trained in separate validation sets.

e The meta-level training set consists of the
validation and prediction sets generated by the

classifier in the validation sm
e  The-meta classifier or final classifier is trained

from the meta-level training set.

In this study, the stacking algorithm was used with C4.5
and Naive Bayes-based learners, assuming that one of the
single classifiers is not good enough in the case of an
unbalanced class classification.

D. Evaluation

At this stage, a comparison between the performance
of a single classifier algorithm, namely Decision Tree
C4.5, SVM and Naive Bayes with the proposed method, is
the ensemble classifier which includes Random Forest and
Stacking. Evaluation indicators used in this study include
accuracy, precision, recall, and AUC (Area Under Curve)
[21]. The results of a data classification process can be

categorized invbur types, namely:

e TP True Positive is the number of positive
records classified as positive.

e FP = False Positive is the number of negative
records classified as positive.

e FN = False negatives are the number of
positive records classified as negative.

e TN = True negative is the number of negative
records classified as negative.

Accuracy in sification is a value or percentage of
accuracy of data records that are classified Corqu after
testing the results of classification. Precision 1s the ratio
of true positive predictions compared to the m:rall
positive predicted results. While Recall is a true positive
prediction ratio compared to overall true posi data.
Here are the equations for calculating accuracy, precision
and recall..




TP+TN

Accuracy = TP+TN+FP+FN A)
- TF
Precision = —— (4)
TP+FP
Recall = -_ (5)
TP+FN

1. RESULTS AND DISCUSSION

n this study, the datasets divided into two parts, namely
as training data and testing data. We use data sharing scenarios

as follows, 80% is used to train the model and 20% is used for
model wvalidation or model testing. The classification
algorithm used is C4.5, SVM, NB_Random Forest, and
Stacking. In this study, testing was carfisil out using 5 datasets
with different class imbalance ratios. The following Table 2
shows the average value of accuracy, precision, recall and
AUC (Area Under Curve) of the classification algorithm used
in each dataset.

TABLEIL AVERAGE PERFORMANCE COMPARISON
Datasets Methods Accuracy Precision Recall AUC
Decision Tree 0881 0,865 0881 0,576
Naive Bayes 0,87 0,863 0.87 0836
Bank Direction Marketing
IR = 7,68 SVM 0,84 0,829 0.84 0.674
Stacking Tree NB 0891 0,865 0.891 0.84
Random Forest 0,893 087 0,893 0,852
Decision Tree 0717 0,665 0,717 0.931
Naive Bayes 0,639 0,512 0,639 0818
Glass
IR =845 SVM 0,734 0,58 0,734 0885
Stacking Tree NB 0,752 0,619 0,753 0,92
Random Forest 0,722 0,716 0,722 0,949
Decision Tree 0,943 0,943 0,943 0.964
Naive Bayes 0942 0,942 0,942 0987
Web Phishing Binary Class
IR=125 SVM 0.835 0,835 0835 0919
Stacking Tree NB 0951 0,951 0951 0,99
Random Forest 0,964 0,964 0,964 0,993
Decision Tree 0877 0,877 0877 0,935
Naive Bayes 0.836 0,816 0836 0,943
Web Phishing Multi Class
IR=682 SVM 0,845 0,835 0,845 0,943
Stacking Tree NB 0,888 0,879 0888 0,961
Random Forest 0.88 0,879 0.88 0.957
Decision Tree 0,836 0,836 0,830 0812
Naive Bayes 0.862 0,862 0.862 0,92
Credit Approval
IR=125 SVM 0,854 0,856 0854 0915
Stacking Tree NB 0,867 0,867 0867 0,92
Random Forest 0863 0,862 0.863 0,92

Table 2 shows the results of applying meta-learning or
ensemble learning in terms of the average value of accuracy,
precision, recall, and AUC. Based on tests using 5 datasets
with different imbalar tios, It shows that Random Forests
or Bagging Tree and Naive Bayes plus Decision Tree C4.5
Stacking can pro better performance than single
classifiers such as SVM, Naive Bayes, and Decision Tree
C4.5. The Random Forest algorithm produces the best
performance on the binary class phishing web dataset and
bank direction marketing, while the Stacking algorithm
between Decision Tree C4.5 and Naive Bayes produces the
best performance on a multi-class phishing web dataset and

credit approval. In the glass dataset, both Random Forest and
Stacking algorithms produced the best performance.

Theoretically, the single classifier has a weakness to the
class imbalance conditions in datasets, this is because the
majority of single classifier tends to work by recognizing
patterns in the majority class in datasets that are not balanced
so that the performance cannot be maximized. Therefore
meta-learning algorithms such as Stacking and Random
Forest or Bagging Tree can be a solution for the classification
process in datasets with unbalanced classroom conditions.
One of the advantages of using meta-leaming in the
classification process with cases of class imbalance in the




dataset is that it does not change the composition or pattern
contained in the dataa itself.

IV. CONCLUSION

Imbalanced class handling in the dataset is important,
especially in the classification of data mining. Based on
testing using 5 datasets with different imbalalbratios, it
shows that Random Forests or Bagging Tree and Naive Bayes
plus Decision Tree C4.5 Smckinhm produce better
performance than single classars such as SVM, Naive
Bayes, and Decision Tree C4.5. So, the proposed method can
be a solution in handling gss imbalance in the dataset with
different imbalance ratios. For further research, it is hoped that
research can be carried out by testing using a method using a
hybrid method between ensemble and resampling in the
classification process with unbalanced class conditions.
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